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There is a considerable evidence that our perception of sound uses important features which are related to underlying signal modulations. This topic has been studied extensively via perceptual experiments, yet there are few, if any, well-developed signal processing methods which capitalize on or model these effects. We begin by summarizing evidence of the importance of modulation representations from psychophysical, physiological, and other sources. The concept of a two-dimensional joint acoustic and modulation frequency representation is proposed. A simple single sinusoidal amplitude modulator of a sinusoidal carrier is then used to illustrate properties of an unconstrained and ideal joint representation. Added constraints are required to remove or reduce undesired interference terms and to provide invertibility. It is then noted that the constraints would be also applied to more general and complex cases of broader modulation and carriers. Applications in single-channel speaker separation and in audio coding are used to illustrate the applicability of this joint representation. Other applications in signal analysis and filtering are suggested.
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1. INTRODUCTION

Over the last decade, human interfaces with computers have passed through a transition where images, video, and sounds are now fundamental parts of man/machine communications. In the future, machine recognition of images, video, and sound will likely be even more integral to computing. Much progress has been made in the fundamental scientific understanding of human perception and why it is so robust. Our current knowledge of perception has greatly improved the usefulness of information technology. For example, image and music compression techniques owe much of their efficiency to perceptual coding. However, it is easy to see from the large bandwidth gaps between waveform- and structural-based (synthesized) models [1] that there is still room for significant improvement in perceptual understanding and modeling.

This paper’s aim is a step in this direction. It proposes to integrate a concept of sensory perception with signal processing methodology to achieve a significant improvement in the representation and coding of acoustic signals. Specifically, we will explore how the auditory perception of very low-frequency modulations of acoustic energy can be abstracted and mathematically formulated as invertible transforms that will prove to be extremely effective in the coding, modification, and automatic classification of speech and music.

2. THE IMPORTANCE OF MODULATION SPECTRA

Very low-frequency modulations of sound are the fundamental carrier of information in speech and of timbre in music. In this section, we review the psychophysical, physiological, and other sources of evidence for this perceptual role of modulations. We also justify the need for a theory of and general analysis/synthesis tools for a transform dimension approach often called “modulation spectra.”

In 1939, Dudley concluded his now famous paper [2] on speech analysis with “…the basic nature of speech as composed of audible sound streams on which the intelligence content is impressed of the true message-bearing waves which, however, by themselves are inaudible.”

In other words, Dudley observed that speech and other audio signals such as music are actually low-bandwidth processes that modulate higher-bandwidth carriers. The suggestion is that the mismatch between the physical nature of the acoustic media (air) and the size of our head and vocal tract has resulted in this clever mechanism: lower-frequency “message-bearing waves” hypothetically modulate our more efficiently produced higher-frequency acoustic energy.

Eleven years later, in a seemingly unrelated paper on time-varying systems [3], Zadeh first proposed that a separate dimension of modulation frequency could supplant
the standard concept of system function frequency analysis. His proposed two-dimensional system function had two separate frequency dimensions—one for standard frequency and the other a transform of the time variation. This two-dimensional bi-frequency system function was not analyzed but only defined. Kailath [4] followed up nine years later with the first analysis of this joint system function.

2.1. **Motivation from auditory physiology**

In 1971, Moller [5] first observed that the mammalian auditory system has a specialized sensitivity to amplitude modulation of narrowband acoustic signals. Suga [6] showed that for bats, amplitude modulation information was maintained for different cochlear frequency channels. Schreiner and Urbas [7] then showed that this neural representation of amplitude modulation was even seen at higher levels of mammalian audition such as the auditory cortex and was hence preserved up through all levels of our auditory system. Continued work by others showed that these effects were not only observable; they were instead potentially fundamental to the encoding used by mammalian auditory systems. For example, as shown by Langner [8], “…experiments using signals with temporal envelope variations or amplitude modulation … a mere place model of frequency representation in the central nervous system cannot account for many aspects of auditory signal analysis and that for complex signal processing, in particular, temporal patterns of neuronal discharges are important.”

In recent years the physiological evidence has only gotten stronger. Kowalski et al. [9, 10, 11] have shown that cells in the auditory cortex—the highest processing stage along the primary auditory pathway—are best driven by sounds that combine both spectral and temporal modulations. They used specially designed stimuli (called ripples) which have dynamic broadband spectra that are amplitude modulated used specially designed stimuli (called ripples) which have that combine both spectral and temporal modulations. They the primary auditory pathway—are best driven by sounds in the auditory cortex—the highest processing stage along ten stronger. Kowalski et al. [9, 10, 11] have shown that cells important.”

2.2. **Motivation from psychoacoustics**

The psychoacoustic evidence in support of the perceptual saliency of signal modulations is also very strong. For example, Viemeister [14] thoroughly studied human perception of amplitude-modulated tones and showed it to be a separate window into the analysis of auditory perception. Houtgast [15] then showed that the perception of amplitude modulation at one frequency masks the perception of other nearby modulation frequencies. Bacon’s and Grantham’s experiments [16] further support this point and they directly conclude that “These modulation-masking data suggest that there are channels in the auditory system which are tuned for the detection of modulation frequency, much like there are channels (critical bands or auditory filters) tuned for the detection of spectral frequency.”

The most recent psychoacoustic experiments have continued to refine the information available about human perception of modulation frequency. For example, Sheft and Yost [17] have shown that our perception of consistent temporal dynamics corresponds to our perceptual filtering into modulation frequency channels. Also, Ewert and Dau [18] have recently shown dependencies between modulation frequency masking and carrier bandwidth. It is also worth noting from their study and from [13] that modulation frequency masking effects are indicative that much unneeded redundancy might still be unnecessarily maintained in today’s state-of-the-art speech and audio coding systems.

Finally, Chi et al. [19, 20] have extended the findings above to include combined spectral and temporal modulations. Specifically, they measured human sensitivity to ripples of different temporal modulation rates and spectral densities. A remarkable finding of the experiments is the close correspondence between the most sensitive range of modulations, and the spectrotemporal modulation content of speech. This result suggested that the integrity of speech modulations might be used as a barometer of its intelligibility, as we will briefly describe next.

2.3. **Motivation from speech perception**

Further evidence for the value of modulations in the perception of speech quality and in speech intelligibility has come from a variety of experiments by the speech community. For example, the concept of an acoustic modulation transfer function [21], which arose out of optical transfer functions (e.g., [22]), has also been successfully applied to the measurement of speech transmission quality (speech transmission index, STI) [23]. For these measurements, modulating sine waves range in frequency from 0.63 Hz to 12.7 Hz in 1/3-octave steps. These stimuli were designed to simulate intensity distributions found in running speech and were used to test the noise and reverberant effects in acoustic enclosures such as auditoria. More direct studies on speech perception [24] demonstrated that the most important perceptual information lies at modulation frequencies below 16 Hz. More recently, Greenberg and Kingsbury [25] showed that a “modulation spectrogram” is a stable representation of speech for
automatic recognition in reverberant environments. This modulation spectrogram provided a time-frequency representation that maintained only the 0- to 8-Hz range of modulation frequencies (uniformly for all acoustic frequencies) and emphasized the 4-Hz range of modulations.

Based on the premise that faithful representation of these modulations is critical for the perception of speech [17, 21], a new intelligibility index, the spectrotemporal modulation index (STMI), was derived [19, 20] which quantifies the degradation in the encoding of both spectral and temporal modulations due to noise regardless of its exact nature. The STI, unlike the STMI, can best describe the effects of spectrotemporal distortions that are separable along these two dimensions, for example, static noise (purely spectral) or reverberation (mostly temporal). The STMI, which is based on ripple modulations, is an elaboration on the STI in that it incorporates explicitly the joint spectrotemporal dimensions of the speech signal. As such, we expect it to be consistent with the STI in its estimates of speech intelligibility in noise and reverberations, but also to be applicable to cases of joint (or inseparable) spectrotemporal distortions that are unsuitable for STI measurements (as with certain kinds of channel-phase distortions) or severely nonlinear distortions of the speech signal due to channel-phase jitter and amplitude clipping. Finally, like the STI, the STMI effectively applies specific weighting functions on the signal spectrum and its modulations; these assumptions arise naturally from the properties of the auditory system and hence can be ascribed a biological interpretation.

2.4. Motivations from signal analysis and synthesis

It is important to note that joint acoustic and temporal modulation frequency analysis has not yet been put into an analysis/synthesis framework. The previously mentioned papers by Zadeh [3] and Kailath [4] did propose a joint analysis and, more recently, Gardner (e.g., [26, 27]) greatly extended the concept of bi-frequency analysis for cyclostationary systems. These cyclostationary approaches have been widely applied for parameter estimation and detection. However, transforms that are used in compression and for many pattern recognition applications usually have a need for invertibility, like the Fourier or wavelet transform. Cyclostationary analysis does not provide an analysis-synthesis framework. Furthermore, the foundation that assumes infinite time limits in cyclostationary time averages is not directly appropriate for many speech and audio applications.

Higher-order spectral analysis also has a common formulation called the “bispectrum,” which is an efficient way of capturing non-Gaussian correlations via two-dimensional Fourier transforms of third-order cumulant sequences of discrete time signals (e.g., [28]). There is no direct connection between bispectra and the joint acoustic and modulation frequency analysis we discuss.

There have been other examples of analysis that estimated and/or formulated joint estimates of acoustic and modulation frequency. Some recent examples are Scheirer’s tempo analysis of music [29] and Haykin-Thomson [30] linking of a joint spectrum to a Wigner-Ville distribution. AM and FM (amplitude modulation—frequency modulation) and related energy detection, and separation techniques are also directed at estimation problems [31, 32, 33, 34]. These techniques require assumptions of single-component or a small number of component carriers and are hence not general enough for arbitrary sounds and images. All of these examples also lack general invertibility.

Many examples of current sound synthesis based upon modulation grew out of Chowning’s frequency modulation technique for sound synthesis [35], as summarized by more recent suggestions of general applicability to structured audio [1]: “Although FM techniques provide a large variety of musically useful timbres, the sounds tend to have an “FM quality” that is readily identified. Also, there are no straightforward methods to determine a synthesis algorithm from an analysis of a desired sound; therefore, the algorithm designs are largely empirical.”

Amplitude and frequency modulation-based analysis/synthesis techniques have been previously developed (e.g., [34]), but they are based upon a small number of discrete carrier components. Even with a larger number of discrete narrowband carriers, noise-like sounds cannot be accurately analyzed or produced. Thus, discrete sinusoidal or other summed narrowband carrier models are not general enough for arbitrary sounds and images. For example, while these techniques provide intelligible speech, they could not be applied to high- or even medium-quality audio coding. We are, nevertheless, highly influenced by these models. Simply put, our upcoming formulation is a generalization of previous work on sinusoidal models. As will be justified in the following sections, a more general amplitude modulation or, equivalently, multiplicative model can be empirically verified to be very close to invertible, even after significant compression [36].

In the remainder of this paper, we will illustrate how an analysis/synthesis theory of modulation frequencies can be formulated and applied to the problem of efficient coding and representation of speech and music signals. The focus in this paper will be exclusively on the use of temporal modulations, leaving the spectral dimension unchanged. This is mostly done to simplify the initial analysis and to explore the contribution of purely temporal modulations to the encoding of sound.

3. A MODULATION SPECTRAL MODEL

For further progress to be made, understanding and applying modulation spectra, a well-defined foundation for the concept of modulation frequency needs to be established. In this section, we will propose a foundation that is based upon a set of necessary conditions for a two-dimensional acoustic frequency versus modulation frequency representation. By “acoustic frequency” we mean an exact or approximate conventional Fourier decomposition of a signal. “Modulation frequency” is the dimension that this section will begin to strictly define.

The notion of modulation frequency is quite well understood for signals that are narrowband. A simple case consists...
of an amplitude-modulated fixed frequency carrier

\[ s_1(t) = m(t) \cos \omega_c t, \]  

where the modulating signal \( m(t) \) is nonnegative and has an upper frequency band limit suitable for its perfect and easy recovery from \( s_1(t) \). It is straightforward that the modulation frequency for this signal should be the Fourier transform of the modulating signal only:

\[ M(e^{j\omega_c}) = F\{m(t)\} = \int_{-\infty}^{\infty} m(t) e^{-j\omega t} dt. \]  

But what is a two-dimensional distribution of acoustic versus modulation frequency? Namely, how would this signal be represented as the two-dimensional distribution \( P(\eta, \omega) \), where \( \eta \) is modulation frequency and \( \omega \) is acoustic frequency?

To begin answering this question, we can further simplify the model signal to have a narrowband cosinusoidal modulator

\[ s(t) = (1 + \cos \omega_m t) \cos \omega_c t. \]  

In order to allow unique recovery of the modulating signal, the modulation frequency \( \omega_m \) is constrained to be less than the carrier frequency \( \omega_c \). The additive offset allows for a nonnegative modulating signal. Without loss of generality, we assume that the modulating signal is normalized to have peak values of \( \pm 1 \) allowing the additive offset to be 1.

The process of amplitude demodulation, whether it is by magnitude, square law, Hilbert envelope, cepstral or synchronous detection, or other techniques, is most generally expressed as a frequency shift operation. Thus, a general two-dimensional representation of \( s(t) \) has the dimensions acoustic frequency \( \omega \) versus frequency translation. For example, much as in the bilinear formulation seen in time-frequency analysis, one dimension can simply express acoustic frequency \( \omega \) and the other dimension can express a symmetric translation of that frequency via the variable \( \eta \):

\[ S(\omega - \frac{\eta}{2}) S^* \left( \omega + \frac{\eta}{2} \right), \]  

where \( S(\omega) \) is the Fourier transform of \( s(t) \):

\[ S(\omega) = F\{s(t)\} = \int_{-\infty}^{\infty} s(t) e^{-j\omega t} dt \]  

and \( S^*(\omega) \) is the complex conjugate of \( S(\omega) \). This representation is similar to the denominator of the spectral correlation function described by Gardner [27].

Note that there is a loss of sign information in the above bilinear formulation. For analysis/synthesis applications, such as in the approaches discussed later in this paper, phase information needs to be maintained separately.

In the same spirit as previous uses and discussions of modulation frequency, an ideal two-dimensional representation \( P_{\text{ideal}}(\eta, \omega) \) for \( s(t) \) should have only significant energy density at only six points in the \((\eta, \omega)\) plane:

\[ P_{\text{ideal}}(\eta, \omega) = \delta(0, \omega_c) + \delta(\omega_m, \omega_c) + \delta(-\omega_m, \omega_c) \]  

\[ + \delta(0, -\omega_c) + \delta(\omega_m, -\omega_c) \]  

\[ + \delta(-\omega_m, -\omega_c), \]  

that is, jointly at the carrier and modulation frequencies only with added terms at the carrier frequency for DC modulation, to reflect the above additive offset of the modulating signal. However, going strictly by the definitions above, the Fourier transform of the narrowband cosinusoidal modulator \( s(t) \) is

\[ S(\omega) = F\{s(t)\} = F\{(1 + \cos \omega_m t) \cos \omega_c t\} \]  

\[ = \frac{1}{2} \{\delta(\omega - \omega_c) + \delta(\omega + \omega_c)\} \]  

\[ + \frac{1}{4} \{\delta(\omega - \omega_c - \omega_m) + \delta(\omega - \omega_c + \omega_m) \]  

\[ + \delta(\omega + \omega_c - \omega_m) + \delta(\omega + \omega_c + \omega_m)\}. \]
This transform when expressed as a bilinear formulation
\(S(\omega - \eta/2)S^*(\omega + \eta/2)\) has much more extent in both \(\eta\) and \(\omega\) than desired. A comparison between the ideal and actual
\(\omega\) and \(S\) is schematized in Figure 1.

It can be observed from Figure 1 that the representation
\(S_2(\omega + \eta)S^*_2(\omega - \eta)\) has more impulsive terms than the ideal representation. Namely, the product
\(S_2(\omega + \eta)S^*_2(\omega - \eta)\) is underconstrained. To approach the ideal representation, two
conditions need to be added: (1) a kernel which is convolutional in \(\omega\) and (2) a kernel which is multiplicative in \(\eta\). Thus,
a sufficient condition for the ideal modulation frequency versus acoustic frequency distribution is

\[
P_{\text{ideal}}(\eta, \omega) = \left\{ S\left(\omega - \frac{\eta}{2}\right)S^*\left(\omega + \frac{\eta}{2}\right)\phi_m(\eta) \right\} \ast \phi_c(\omega).
\] (8)

It is important to note that the above condition does not require the signal to be simple cosinusoidal modulation. In principal, any signal

\[
s(t) = m(t)c(t),
\] (9)

where \(m(t)\) is nonnegative and band limited to frequency \(\omega < |\omega_m|\) and \(c(t)\) has no frequency content below \(\omega_m\), can have a modulation frequency versus acoustic frequency distribution in the form of the above ideal modulation frequency versus acoustic frequency distribution. No regions will overlap in frequency and, assuming separate preservation of phase, \(s(t)\) will be recoverable from \(P_{\text{ideal}}(\eta, \omega)\).

An example of an implicitly convolutional effect of \(\phi_c(\omega)\) is the limited frequency resolution that arises from a transform of a finite duration of data, for example, the windowed time analysis used before conventional short-time transforms and filter banks. The multiplicative effect of \(\phi_m(\eta)\) is less obvious. Commonly applied time envelope smoothing has, as a frequency counterpart, lowpass behavior in \(\phi_m(\eta)\). Other efficient approaches can arise from declination already present in critically sampled filterbanks. Note that the nonzero terms centered around \(\eta = \pm 2\omega_c\), which are well above the typical passband of \(\phi_m(\eta)\), are less troublesome than the typically much lower-frequency quadratic distortion term(s) at \(\eta = \pm 2\omega_m\). Thus, broad frequency ranges in modulation will be potentially subject to these quadratic distortion term(s).

4. EXAMPLES OF APPLICATIONS

4.1. An adjunct to the spectrogram

Figure 2 shows a joint acoustic/modulation frequency transform as applied to two simultaneous speakers. Speaker 1 is saying “two” in English while Speaker 2 is saying “dos” in Spanish. This data is from (http://www.cnl.salk.edu/~tewon/Blind/blind_audio.html.)

As expected, the spectrogram on the left side of Figure 2 offers little to discriminate the two simultaneous speakers. However, the right side of Figure 2 shows isolated regions of acoustic information associated with the fundamental pitch and its first and aliased harmonics of each of the two speakers. These pitch label locations in acoustic frequency also separately segment each of the two speaker’s resonance information.

4.2. Applications to audio coding

When applied to signals, such as speech or audio, that are effectively stationary over relatively long periods, a modulation dimension projects most of the signal energy onto a few low modulation frequency coefficients. Moreover, mammalian
auditory physiology studies have shown that physiological importance of modulation effects decreases with modulation frequency [19, 20]. While these traits suggest an approach for ranking the importance of transmitted coefficients and coding at very low data rates, this past work has provided an energetic yet not invertible transform. We have recently devised a transform, which after modification to a lower bit rate is invertible back to a high-fidelity signal [36].

This result confirms that there are modulation frequency transforms that are indeed invertible after quantization. Moreover, the energy compaction provided by the transform allows significant added compression. Our design, which is schematized in Figure 3, allows for essentially CD-quality music coding at 32 kilobits/second/channel and provides a progressive encoding which naturally and easily scales to bit rate changes.

Simple subjective tests were performed [36] and, as seen in Figure 4, the results suggested that the proposed algorithm performed significantly better quality coding at 32 kilobits/second/channel than MPEG-1 layer 3 (MP3) coding at 56 kilobits/second/channel. Furthermore, the proposed algorithm was shown to be inherently progressively scalable, lending itself well to the widely increasing range of applications where bandwidth cannot be known prior to coding.

This result represents only a first attempt for using joint acoustic and modulation frequency concepts in analysis/synthesis. The result does not just confirm the expected tolerable quantization of perfect reconstruction, it also demonstrates how quickly this approach has been able to come close to state-of-the-art performance in audio coding. We thus expect continuing improvements in quality for these bit rates.

5. OTHER APPLICATIONS

While our previous examples have focused on single-channel talker separation and audio compression applications, there are many other potential opportunities for joint frequency analysis. These future applications are divided into analysis-only and analysis/synthesis systems. Some key examples are given below.
5.1. Analysis/synthesis systems

Both audio and images compression, as suggested by our preliminary results, could gain efficiency and flexibility (e.g., fine-grained scalability) by compaction in modulation frequency dimensions. Furthermore, as justified earlier, human perception is less sensitive or insensitive to high modulation frequencies. Also, as demonstrated by previous researches [12, 13, 14, 15, 16], psychophysical models indicated limited resolution and significant masking in modulation frequency. Joint acoustic and modulation frequency also provides a framework for investigations into human perception. For example, it cannot necessarily be assumed that psychoacoustic masking in the two dimensions of joint frequency can be accurately predicted from only the product of one-dimensional functions of standard acoustic frequency masking and modulation frequency masking. Thus, a framework for two-dimensional masking studies could provide a new viewpoint.

Analysis/synthesis approaches could also be used to generate other novel realistic sounds and images for psychoacoustics, hearing and vision science, audiometry and optometry, and entertainment. For example, a music modification system, based upon this form of analysis/synthesis, could generalize the standard notion of an acoustic frequency equalizer to a two-dimensional joint frequency equalizer. This joint equalizer could potentially accentuate, attenuate, or remove musical instruments within ranges of joint frequency. Also, polyphonic combinations of instruments with acoustic frequency overlap but different rhythmic structure could be separated. This concept of polyphonic separation has interesting generalizations to images and video signals. Thus, we expect that success in joint frequency could help bridge representations of natural sounds and images to the structural modeling proposed in MPEG-7 standards.

5.2. Analysis

Joint frequency features can also be used for novel representation of signals and images. For an acoustic example, the work of Kingsbury [37] suggests that modulation spectrogram features could be useful for correcting multiplicative reverberant distortions in speech. Other acoustic applications include speech recognition in noisy environments, music and speech enhancement, audiometry and optometry testing, and audio fingerprinting [38]. Some image and vision applications of joint frequency analysis include segmentation and classification under nonuniform lighting conditions. The segmentation and general conversion of naturally produced material to structural models might also be facilitated, opening up new possible areas for standards like MPEG-7 and MPEG-21.

6. SUMMARY AND CONCLUSIONS

Previous work in modulation spectra justifies the importance of this concept in auditory physiology, psychoacoustics, speech perception, and signal analysis and synthesis. There is a remaining need for analysis/synthesis tools which provide a transform to and from a modulation spectral representation. Modifications of this representation can thus affect a novel and general form of filtering which goes well beyond conventional linear time-invariant filters.

An analysis/synthesis approach ideally requires invertibility and perfect reconstruction. A joint acoustic/modulation frequency model was outlined along with a set of minimum attributes for invertibility. This model was validated via high-quality and efficient performance in audio coding. It also shows potential for single-channel multiple-talker speech separation. Other applications were suggested for acoustic and multimedia signals.

A key future extension of this theory would involve a combined (or a two-dimensional) spectrotemporal modulation transform. This is intuitively analogous to combining the modulation spectrum with the well-known cepstral representation widely used in speech recognition. A more versatile approach might utilize a two-dimensional wavelet transform of the time-frequency representation [19, 20]. While it is critical that this representation be invertible in coding applications, this restriction may not be necessary in many other applications such as for the recognition of speech where robustness in noise or utility for segregation and streaming of competing speech signals might be more important.
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It is broadly acknowledged that the development of enabling technologies for new forms of interactive multimedia services requires a targeted confluence of knowledge, semantics, and low-level media processing. The convergence of these areas is key to many applications including interactive TV, networked medical imaging, vision-based surveillance and multimedia visualization, navigation, search, and retrieval. The latter is a crucial application since the exponential growth of audiovisual data, along with the critical lack of tools to record the data in a well-structured form, is rendering useless vast portions of available content. To overcome this problem, there is need for technology that is able to produce accurate levels of abstraction in order to annotate and retrieve content using queries that are natural to humans. Such technology will help narrow the gap between low-level features or content descriptors that can be computed automatically, and the richness and subjectivity of semantics in user queries and high-level human interpretations of audiovisual media.

This special issue focuses on truly integrative research targeting of what can be disparate disciplines including image processing, knowledge engineering, information retrieval, semantic, analysis, and artificial intelligence. High-quality and novel contributions addressing theoretical and practical aspects are solicited. Specifically, the following topics are of interest:

- Semantics-based multimedia analysis
- Context-based multimedia mining
- Intelligent exploitation of user relevance feedback
- Knowledge acquisition from multimedia contents
- Semantics based interaction with multimedia
- Integration of multimedia processing and Semantic Web technologies to enable automatic content sharing, processing, and interpretation
- Content, user, and network aware media engineering
- Multimodal techniques, high-dimensionality reduction, and low level feature fusion
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Call for Papers

When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide field-of-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.

In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term “optical SR” to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as “detector SR.” Note that some methods may seek to perform both optical and detector SR.

Detector SR algorithms generally process a set of low-resolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.

With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:

- Detector and optical SR algorithms for video
- Real-time or near-real-time SR implementations
- Innovative color SR processing
- Novel SR applications such as improved object detection, recognition, and tracking
- Super-resolution from compressed video
- Subpixel image registration and optical flow
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In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.

Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.

These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.

The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence techniques that can be suited for applications in developed, developing, and poor countries.

Topics of interest include (but are not limited to)

- Multicarrier, spread spectrum, and single carrier techniques
- Channel modeling
- Channel coding and equalization techniques
- Multiuser detection and multiple access techniques
- Synchronization techniques
- Impulse noise cancellation techniques
- FPGA, ASIC, and DSP implementation issues of PLC modems
- Error resilience, error concealment, and Joint source-channel design methods for video transmission through PL channels
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The cross-fertilization between numerical linear algebra and digital signal processing has been very fruitful in the last decades. The interaction between them has been growing, leading to many new algorithms.

Numerical linear algebra tools, such as eigenvalue and singular value decomposition and their higher-extension, least squares, total least squares, recursive least squares, regularization, orthogonality, and projections, are the kernels of powerful and numerically robust algorithms.

The goal of this special issue is to present new efficient and reliable numerical linear algebra tools for signal processing applications. Areas and topics of interest for this special issue include (but are not limited to):

- Singular value and eigenvalue decompositions, including applications.
- Fourier, Toeplitz, Cauchy, Vandermonde and semi-separable matrices, including special algorithms and architectures.
- Recursive least squares in digital signal processing.
- Updating and downdating techniques in linear algebra and signal processing.
- Stability and sensitivity analysis of special recursive least-squares problems.
- Numerical linear algebra in:
  - Biomedical signal processing applications.
  - Adaptive filters.
  - Remote sensing.
  - Acoustic echo cancellation.
  - Blind signal separation and multiuser detection.
  - Multidimensional harmonic retrieval and direction-of-arrival estimation.
  - Applications in wireless communications.
  - Applications in pattern analysis and statistical modeling.
  - Sensor array processing.
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Wavelet transforms are arguably the most powerful, and most widely-used, tool to arise in the field of signal processing in the last several decades. Their inherent capacity for multiresolution representation akin to the operation of the human visual system motivated a quick adoption and widespread use of wavelets in image-processing applications. Indeed, wavelet-based algorithms have dominated image compression for over a decade, and wavelet-based source coding is now emerging in other domains. For example, recent wavelet-based video coders exploit techniques such as motion-compensated temporal filtering to yield effective video compression with full temporal, spatial, and fidelity scalability. Additionally, wavelets are increasingly used in the source coding of remote-sensing, satellite, and other geospatial imagery. Furthermore, wavelets are starting to be deployed beyond the source-coding realm with increasing interest in robust communication of images and video over both wired and wireless networks. In particular, wavelets have been recently proposed for joint source-channel coding and multiple-description coding. This special issue will explore these and other latest advances in the theory and application of wavelets.

Specifically, this special issue will gather high-quality, original contributions on all aspects of the application of wavelets and wavelet theory to source coding, communications, and network transmission of images and video. Topics of interest include (but are not limited to) the theory and applications of wavelets in:

- Scalable image and video coding
- Motion-compensated temporal filtering
- Source coding of images and video via frames and overcomplete representations
- Geometric and adaptive multiresolution image and video representations
- Multiple-description coding of images and video
- Joint source-channel coding of images and video
- Distributed source coding of images and video
- Robust coding of images and video for wired and wireless packet networks
- Network adaptation and transcoding of images and video
- Coding and communication of images and video in sensor networks
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